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Abstract. The robotic surgical report reflects the operations during
surgery and relates to the subsequent treatment. Therefore, it is espe-
cially important to generate accurate surgical reports. Given that there
are numerous interactions between instruments and tissue in the sur-
gical scene, we propose a Scene Graph-guided Transformer (SGT) to
solve the issue of surgical report generation. The model is based on the
structure of transformer to understand the complex interactions between
tissue and the instruments from both global and local perspectives. On
the one hand, we propose a relation driven attention to facilitate the
comprehensive description of the interaction in a generated report via
sampling of numerous interactive relationships to form a diverse and
representative augmented memory. On the other hand, to character-
ize the specific interactions in each surgical image, a simple yet inge-
nious approach is proposed for homogenizing the input heterogeneous
scene graph, which plays an effective role in modeling the local inter-
actions by injecting the graph-induced attention into the encoder. The
dataset from clinical nephrectomy is utilized for performance evaluation
and the experimental results show that our SGT model can significantly
improve the quality of the generated surgical medical report, far exceed-
ing the other state-of-the-art methods. The code is public available at:
https://github.com/ccccchenllll/SGT__master.
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1 Introduction

Deep learning has been widely used in computer-aided diagnosis (CAD) for the
past few years [15, 30, 29]. Thereinto, computer assisted surgery (CAS) expands
the concept of general surgery, which uses computer technology for surgical plan-
ning and to guide or perform surgical interventions. With the advent of CAS,
general surgery has made great strides in minimally invasive approaches. For
example, in the field of urology, surgical robots perform pyeloplasty or nephrec-
tomy for laparoscopic surgery. The surgical reports are required to record the
surgical procedure performed by the microsurgical robot. Automatic generation
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of surgical reports frees surgeons and nurses from the tedious task of report
recording, allowing them to focus more on patients’ conditions and providing a
detailed reference for post-operative interventions.

Surgical report generation, also called image caption, involves the under-
standing of surgical scenes and the corresponding text generation. In natu-
ral scenes, image caption algorithms have achieved good performance on MS-
COCO [14], flicker30k [28] and Visual Genome [11], which have evolved from
earlier approaches based on template stuffing [27, 1] and description retrieval [17,
6] to current deep learning-based generative approaches [22, 25]. However, in the
biomedical field, studies on image caption are relatively rare. Existing studies
on medical image caption more focus on radiological images, such as chest X-
rays [9,23]. However, with the spread of microsurgical robots, surgical reports
generation is supposed to receive more attention. Hence, in our work, we focus
on understanding surgical scene and generating accurate descriptions.

Many report generation methods follow the architecture of CNN-LSTM. De-
spite their widespread adoption, LSTM-based models are still affected by their
sequential nature and limited representational power. To tackle this shortcoming,
a fully-attentive paradigm named Transformer has been proposed [20] and has
made great success in machine translation tasks [5]. Similarly, The Transformer-
based model has also been applied to the report generation task. Xiong et al. [24]
proposed hierarchical neural network architecture — Reinforced Transformer to
generate coherent informative medical imaging report. Hou et al. [7] developed
a Transformer-based CNN-Encoder to RNN-Decoder architecture for generating
chest radiograph reports. Considering the excellent performance of Transformer
in terms of report generation, it is also adopted as main architecture in our work.

Different from the above report generation tasks, the various instruments
and complex interactive relationships in the surgical scene make it difficult to
generate surgical reports. To generate accurate reports, it is necessary to un-
derstand the interactive relations in the surgical scene. However, the previous
works mentioned above lack considerations of modeling the inherent interactive
relations between objects. To address this issue, we propose a scene graph-guided
transformer model. Unlike the previous transformer-based model, we exploit the
inputs and interactive relationships in both global and local ways. In summary,
the following contributions can be highlighted:

— We propose a novel surgical report generation model via scene graph-guided
transformer (SGT), in which the visual interactive relationships between
tissues and instruments are well exploited from both global and local ways.

— To reinforce the description of interactions in the generated report, a global
relation driven attention is proposed. It uses the sampled interactive rela-
tionships with diversity as augmented memory, instead of the traditional
way of utilizing the inputs directly.

— To characterize the interactive relationships in each specific surgical image,
we also propose a simple yet ingenious approach to homogenize the given
heterogeneous scene graph, by which a graph-induced attention is injected
into the encoder to encode the above local interactions.
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Fig. 1. The framework of the proposed SGT for surgical report generation.

2 Methodology

2.1 Overview of the Proposed Framework

For each surgical image I, a pre-built scene graph Gpe(Vhe, Ene, X X,Tw) is as-
sumed to be available by [8], where Vp,. = {“Ze}izl,...,lwe\ and Epe = {ene(4,4) Yijevi.
are the sets of nodes and edges, respectively. X}, € RVrelxd and X7 _ € Rl€nelxd
denote the associated representations of graph nodes and the interactive rela-
tionships between nodes, respectively. Here, the nodes refer to the visual objects
extracted from image I. In particular, for a real surgical scene, Vj. can be clas-
sified into two types of nodes according to their intention roles: tissue node t
and instrument node o, i.e., we have v}_ € {t,0} for i = 1,..., V.| Here, it is
worth noting that the graph Gp. can be considered a heterogeneous graph, be-
cause the links between nodes are also depicted in a representation space, which
is different from the general homogeneous graph.

The overall framework of the proposed Scene Graph-guided Transformer for
surgical report generation, also named by SGT, is shown in Fig.1. It is divided
into two main modules: the relation driven encoder is responsible for encoding
the input heterogeneous scene graph, and the meshed decoder tends to read
from each encoder layer to generate report words by words. Specifically, for the
encoder, it receives the injections of the relation memory augmented attention
and graph induced attention, to guide the representation learning of visual scene
from both the global and local perspectives.

2.2 Relation Driven Attention

Diversified Sampling of Relation Memory. For the task of caption gen-
eration, when using visual objects as input, despite the fact that self-attention
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can encode pairwise relationships between regions, it fails to model the a priori
knowledge of the relationships between visual objects. To address this issue, an
operator called persistent memory vectors was proposed in [4]. However, this
persistent memory augmented attention still relies on the input image objects
to establish a priori interrelationships between image objects. Different from [4],
the interactive relationships between instruments and tissue can be directly ob-
tained from the scene graph in the form of representation using the previous
work [8], which could be regarded as a very beneficial prior. Hence, to enhance
the description of interactive relationships in the generated surgical report, an
augmented attention using a prior interaction as memory is proposed.

Let X" = [X,:’el, . ,X,:’GN] € R"*? denote the relational representation of

all of collected N images, where n, = Z;V:l |EP.| represents the total number of
relational representations. To establish the relation memory, a straightforward
way is to use X" for it. But doing so will pose two problems. The first is the
high computational complexity, and the other one is the over-smoothing of the
learned attention due to the excessive redundancy of these relational representa-
tions, which will lead inevitably to the loss of focus. For this reason, a sampling
scheme with diversity was considered. In particular, the determinant point pro-
cess (DPP) [16] is used to sample X" to obtain a rich diversified prototype subset
of interaction representation, so that the sampled subset could cover as much of
the representation space of the interactive relationships as possible.

Given Z as the metric matrix of X", DPP is capble of selecting a diversi-
fied subset Xg C X" , whose items are indexed by S C L = {1,...,n,}, by
maximizing the following sampling probability Pz(X7%) of X§:

PAXE) = o )

where )¢, det(Zs) = det(Z+1), I is the identity matrix, Zg = [Zjj]; jes, and
det(-) denotes the determinant of a matrix. As given by Eq. 1, it can be known
that any subset of L corresponds to a probability, which will result in a large
search range for the prototype index subset. In order to eliminate the uncertainty
of the sample set capacity in the standard DPP, Kulesza [12] proposed a variant
of standard DPP with fixed subset size |S| = k, to realize the controllability
of the sampling process. Through k-DPP, the most appropriate k interaction
relations can be selected as the prototypes to serve for the relation memory
M = X} € Rkxd,

Relation Memory Augmented Attention. To enhance the intervention of
interactive relationships in the encoder, the relation memory M are concatenated
with the transformed input X to obtain the augmented key K = [XW}; M] €
R +R) X and value V = [XW,,; M] € R(m+#)xd respectively, where W), € R4*?

and W, € R¥*? are the corresponding projection matrix, X = Xy Xr.) €
R™*4 with m = [Vpe| + |Ene| is the input node representation of the homoge-
neous graph Gp, to be described in the following section, and [-; -] indicates the

concatenation of two matrices. Furthermore, the relation memory augmented
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attention can be defined as:

Attnon (Q, K) = softmaz (K\%T> - EZZ:E;;] )

where Q = XW, € R™*4 and V/d denotes a scaling factor relevant to d. Clearly,
the relation memory augmented attention Attn,, consists of two attentional
block matrices Attn,,(1) and Attn,,(2), in which Attn,,(1) is obtained by cal-
culating the pairwise similarity according to the input X itself, and Attn,,(2)
carries the information from the diversified relation memory prototypes M that
is globally sampled in the representation space of interactive relationships.

2.3 Graph Induced Attention

The relation memory augmented attention mentioned above establishes a global
perception of various interactions by the entities, i.e., nodes in the scene graph.
However, such global perception is still inadequate for the portrayal of the de-
tailed interactions among entities in a given specific scene graph. In fact, it is also
crucial to seek the local perception of a particular visual scene, as a complement
to global perception, when generating surgical reports.

Homogenization of Heterogeneous Graph. For the pre-established hetero-
geneous scene graph Gy, it reflects the unique interaction between the visual
objects of the associated image. However, due to its heterogeneity, direct ap-
plication of the existing graph structure could achieve the local perception to a
certain extent, while it is difficult to make such use of various interactions in
graphs in such a way.

To address this issue, a simple yet ingenious way is to homogenize the het-
erogeneous link ‘¢ < o’ to the form of ‘¢t +— 7 <— o’, where r denotes the
interaction between the tissue node t and instrument node o. In this way, the in-
teraction information hidden in the links in the heterogeneous graph can also be
represented as nodes in a re-build homogeneous graph. Specifically, the homoge-
nization of heterogeneous graph can be illustrated as Ghe(Vhe, Enes Xpos X)) —
Gho(Vhos Enoy X}1o), where Vi, = {Vp UV, } with v}, € {t,0,7}, i =1,...,|Vhol,
and Eno = {eno(i,7)}ijev,, are the sets of nodes and edges of homogeneous
graph Gy, respectively. V, is the set of nodes with each node representing a
specific interactive relationship and |V,| = |Epe|. X7, = [XP; XF.] € R™¥4 e,
X mentioned above, denotes the associated representation of each node with
m = |Vho| = |Vhe| + |Ene| being the number of nodes.

Particularly, without loss of generality, taking the visual scene in graph in-
duced attention module of Fig.1 as an example, there are two instruments, pro-
grasp forceps and monopolar curved scissors, a kidney tissue, and two rectracting
and cutting interactions in Gy.. By the homogenization of Gy, the two interac-
tions including rectracting and cutting in the new converted homogeneous graph
Gho will be treated as nodes.

Attention Based on Homogeneous Graph. Given the obtained heteroge-
neous graph Gj,, its graph structure can be represented using the adjacency
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matrix Ap, with Apo(i,7) = 1, if epo(i,5) € Eno, and Apo(i,j) = 0, otherwise.
As known to all, the essence of self-attention is to look for the intrinsic cor-
relations between inputs. Considering the adjacency matrix Ay, describes the
connections between various entities including the tissue, instruments, and in-
teractions, which just felicitously reflect the correlation mentioned above, we
can define the graph induced attention as Attn, = D_%AhOD_%, where D is
a diagonal matrix with Dy; = > j Apo(i, 7). Furthermore, we will have a fused
attention Attn via a linear combination of the relation memory driven attention
Attn,, with the graph induced attention Attng:

Attn(1) Attng, (1) 0

Attn = {Attn(Q)] - {(1 — {Attnm(z)] o [AttngH ®)
where 7 is a trade-off coefficient. Obviously, we can find from Eq.3 that Atin
is also composed of two attentional block metrices Attn(1) and Attn(2). As far
as Attn(1) is concerned, it explicitly carries the global interactive information
contained in relation memory via global sampling based on DPP. Different from
Attn(1), Attn(2) can be seen as a local perception of an input surgical image
to some extent since it exploits effectively the information of the specific scene
graph itself from two different views respectively, i.e., the node representation in
Attn,,(2) and the graph structure. Finally, the node embeddings can be calcu-
lated as H = Attn” -V € Rm*4,

2.4 Caption Generation

To generate the word in the report sequentially, the decoder takes both the words
generated in the previous stage and the output H by the encoder as input. Just
like in M?2T[4], we use the same backbone structure, i.e., meshed decoder, for
caption generation. Specifically, the encoder encodes X to H via the proposed
dual attention, and then the decoder reads from the output encoder and finally
performs a probabilistic calculation to determine the output of the next word.

3 Experiment Results and Analysis

3.1 Dataset

The dataset comes from Robotic Instrument Segmentation Sub-Challenge of
2018 MICCALI the Endoscopic Vision Challenge [2], which consists of 14 nephrec-
tomy record sequences. The surgical report of the frames in each sequence were
annotated by an experienced surgeon in robotic surgery [26] and the scene graph
of each frame is generated by [8]. Specifically, there are a total of 9 objects in
the scene graphs of the dataset, including 1 tissue and 8 instruments. Besides,
a total of 11 interactions exists among these surgical instruments and tissues,
such as manipulating, grasping, etc. For the surgical report generation task, 11
sequences including 1124 frames with surgery report are selected as the training
set, and the other 3 sequences including 394 frames with surgery report as the
test set. For fairness, most interactions are presented in both the training and
test sets.
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Fig. 2. Examples of the generated reports by our SGT, M?T, and the corresponding
ground-truths. — denotes interactions existing between two nodes. --+ represents there
are no interactions. The words in red and the red ones with strikethrough indicate the
generated incorrectly and the ground truth but are not generated, respectively.

3.2 Experimental Settings

Metrics. To quantitatively verify the effectiveness of our proposed method, the
evaluation metrics used in the image caption task are applied for the surgical
report generation: BLEU [19], METEOR (3], ROUGE [13], and CIDEr [21].

Implementation details. Following the preprocessing in [26], we change all the
words to lowercase in each surgical report, the punctuation is removed as well.
Thus, there are 45 words in the vocabulary. In our model, we set the number
of heads to 8, the number of the selected prototypes k to 48, the value of ~
to 0.3, and the dimensionality of the node feature d is set to 512. We train
the model using cross-entropy loss and fine-tune the sequence generation using
reinforcement learning following [4]. The model uses Adam [10] as the optimizer
with a batch size of 10, the beam size equals to 5, and is implemented in Pytorch.

3.3 Experimental Results

Performance Comparison. To evaluate the performance of the proposed SGT,
we choose to compare with several state-of-the-art transformer-based models:
M?T [4], X-LAN [18], and CIDA [26]. As shown in Table 1, our SGT significantly
outperforms all the other methods in terms of all evaluation metrics. Particularly,
the relative improvement achieved by SGT grows larger as the standard of BLEU
becomes more stringent, indicating that the generated reports of SGT are more
approximate to the real reports provided by the doctor compared to the others.
Besides, to alleviate the overfitting in the case of small test set, we further con-
duct the experiment of 5-fold cross validation on random division of the original
dataset. The results of ours (BLEU-1:0.7566, CIDEr:5.1139) are slightly lower
than the original. Nevertheless, our method still outperformed other methods,
the CIDEr score of ours is around 105% than M2T. Owing to space constraints,
the results of 5-fold cross validation are presented in the supplementary material.
For a more straightforward comparison of SGT with other methods, some cases
of the reports generated by SGT and M?2T are shown in Fig. 2. Obviously, the
results of SGT are more reliable than the results of M?T, illustrating that the
proposed dual attention captures the scene information effectively.
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Table 1. Performance comparisons of our SGT with other models.

Method |[BLEU-1BLEU-2BLEU-3 BLEU-4 METEOR|ROUGE|CIDEr

M>T [4] 0.5881 | 0.5371 | 0.4875 | 0.4445 0.4691 0.6919 | 2.8240
X-LAN [18]| 0.5733 | 0.5053 | 0.4413 | 0.3885 0.3484 0.5642 | 2.0599

CIDA [26] | 0.6246 | 0.5624 | 0.5117 | 0.4720 0.3800 0.6294 | 2.8548
SGT(Ours)| 0.8030 | 0.7665 | 0.7300 | 0.6997 | 0.5359 0.8312 |5.8044

Improv. | 28.56% | 36.29% | 42.66% | 48.24% 14.24% 20.13% |103.32%

Table 2. Ablation Study of SGT.

Method| gy o1y 1| BLEU-2|BLEU-3|BLEU-4
M| Attng

x| 07232 | 0.6799 | 0.6410 | 0.6104 | 0.5088 | 0.7805 | 5.1892
0.7429 | 0.7027 | 0.6640 | 0.6343 | 05130 | 0.7890 | 5.2265
0.7776 | 0.7373 | 0.6998 | 0.6716 | 0.5009 | 0.7890 |5.2578
0.8030 | 0.7665 | 0.7300 | 0.6997 | 0.5359 | 0.8312 |5.8044

METEOR‘ROUGE‘CIDEI‘

N X N X
NS X

Ablation Study. To fully validate the effectiveness of our proposed relation
memory prototype M and graph-induced attention Attng, we conduct an abla-
tion study to compare different variants of SGT. As shown in Table 2, M and
Attng respectively already bring an improvement in terms of the base model.
It’s obvious that the proposed M and Attn, bring significant performance gains.
In summary, we can observe that M and Attn, are designed reasonably and the
performance degrades to some extent when removing any of them. In addition,
we also perform 5-fold cross validation on ablation study. The experimental
results are slightly lower than the original results. But it can still be seen the
effectiveness of M and Attn,. The results of the 5-fold cross validation are shown
in the supplementary material.

Hyper-parameter Sensitivity Analysis. We then evaluate the role of the
tradeoff v and the number of the selected prototypes. Fig. 3 intuitively shows
the change trend of . Notably, when v is set to 0.3, SGT achieves the best
performance on all metrics. Furthermore, we report the performance of our ap-
proach when using a varying number of the selected prototypes k. As shown in
Table. 3, the best results in terms of all the metrics is achieved with k set to 48.

Table 3. Sensitivity analysis of k.

Method \BLEU-1BLEU-2|BLEU-3 BLEU-4 METEOR|/ROUGE |CIDEr
k=06 0.7123 | 0.6636 | 0.6255 | 0.5975 0.4801 0.7468 | 4.8093
k=12| 0.6884 | 0.6397 | 0.5957 | 0.5634 0.4855 0.7555 | 4.7155
DPP|k=24| 0.7982 | 0.7594 | 0.7247 | 0.6979 0.5148 0.8113 | 5.6977
k=48| 0.8030 | 0.7665 | 0.7300 | 0.6997 | 0.5359 0.8312 |5.8044
k=96| 0.7776 | 0.7381 | 0.7026 | 0.6750 0.4951 0.7948 | 5.6844
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Fig. 3. Impact of the tradeoff v on BLEU, METEOR, ROUGE and CIDEr.

4 Conclusion

In this work, we mainly focus on how to generate precise surgical reports and
propose a novel scene graph-guided Transformer (SGT) model. It takes full ad-
vantage of the interactive relations between tissue and instruments from both
global and local perspectives. As for the global relation driven attention, the
globally sampled representative relation prototypes are utilized as augmented
relation memory, thus enhancing the description of the interactions in the gen-
erated surgical report. Additionally, a graph-induced attention is proposed to
characterize from a local aspect the specific interactions in each surgical image.
The experiments on a clinical nephrectomy dataset demonstrate the effectiveness
of our model.
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